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1 SUMMARY
In contrast to natural languages, mathematical notation is
accepted as being exceptionally precise. It shall make
mathematical statements unambiguous, it shall allow for-
mal manipulation, it is model for programming languages,
computer algebra systems and machine provers. However,
what is traditional notation and is it indeed as precise as
expected?
Following we discuss some examples of notation which re-
quire caution. How are they adapted in computer algebra
systems? Can we replace them by something better? What
can we learn from functional programming?

2 COMPARISONS

2.1 DO WE NEED MACROS?

2.1.1 Traditional

A notation where some symbols do not denote mathemat-
ical objects, but the notation can be understood only as a
whole, we will refer to as amacro. A macro represents a
textual replacement rather than a mathematical object.

Examples of Macros:

F(x)+C =
∫

f (x)dx

sinx = x+O(x3) for x→ 0

0 = lim
n→∞

1
n

lim
x→y

f (x)

Manipulation of macros requires to be aware of the whole
macro. Basic calculation laws become invalid for local ma-
nipulations.

F(2)+C =
∫

f (2)d2

2·sinx = 2·x+O(x3) for x→ 0
sinx = x+O(x3) for x→ 0

by subtraction:
sinx = x for x→ 0

2.1.2 Functional

In contrast to macros,functionsare mathematical objects.
They do not depend on the description of their arguments.
E.g., for all functionsf , f (2+ 2) and f (4) have the same
value. Functions can be itself arguments to other functions.
In short: Functions are more safe and more flexible than
macros.

Functional Programming provides higher order functions
and Functional Analysis provides function operators to
carry these properties over to more complex situations.

Functional replacements for the examples above:

Function functional:
∫ y

x ∈ (R→ R)→ R

F(y)−F(x) =
∫ y

x
f

Map to function set:O∈ (R→ R)→P (R→ R)
sin− id ∈ O(id3)

Sequence functional: lim∈ (N→ R)→ R

0 = lim

(
1
n

: n∈ N
)

Continuous continuation: cont∈ (R→ R)→ (R→ R)
cont f y

No problem with manipulations:

2· (sin− id) ∈ O(id3)
sin− id ∈ O(id3)

by subtraction, sinceO(id3) is a vector space:
sin− id ∈ O(id3)

2.2 DO WE NEED DIFFERENTIALS?

2.2.1 Traditional

Paper
(

d
dx lnx

)∣∣
x=2

MuPad subs(diff(ln(x),x),x=2);

Maple subs(x=2,diff(ln(x),x));

MathematicaReplaceAll[D[Log[x],x],x->2]

Function composition is associative.

( f ◦g)(h(x)) = f ((g◦h)(x))

But here the order of evaluation counts.
d

d2
ln2 vs.

1
x

∣∣∣∣
x=2

2.2.2 Functional

Instead of differentiation with respect tovariables, differ-
entiatefunctionswith the operatorD.

D(x 7→ lnx)(2) = D ln2 =
(

x 7→ 1
x

)
2 =

1
2

Paper D(x 7→ lnx)(2) = D ln2
MuPad D(x -> ln(x))(2) = D(ln)(2)

Maple D(x -> ln(x))(2) = D(ln)(2)

MathematicaDerivative[1][(Log[#])&][2]
= Derivative[1][Log][2]

2.3 DO WE NEED VARIABLE MANIPULA -
TION?

2.3.1 Traditional

Some notations treat variables like mathematical objects.

• Asymptotic complexity

f (x) = O(g(x))
f (x) . g(x)

• Ordinary differential equation

y′ = λ ·y·x
• Polynomial [2]

f ∈ K[x]
f̃ (x) = 1+2·x+x2

2.3.2 Functional

Functions allow modeling of dynamic situations by static
objects.

• Instead of saying what happens with performance when
the size of an computational problem increases, we con-
sider relations between complexity functions.

f ∈ O(g)
f . g

• Instead of a time dependent variabley, we consider a
functiony, y∈R→ R. This allows formulation of a dif-
ferential equation like

y′ = λ ·y· id
or y′ = x 7→ λ ·y(x) ·x

which can be solved by usual equation transformations.
• There is no need to associate polynomials with variables.

p ∈ P(K)
p = (1,2,1)

Introduce variables by the evaluation homomorphismϕ.

ϕ(p)(x) = 1+2·x+x2

ϕ(p)(x) ∈ K[x]

2.4 DO WE NEED CONTEXT?

2.4.1 Traditional

Independent random variablesX andY imply

E(X ·Y) = EX ·EY
FX+Y = (FX ∗FY)′

Independence needs context, namely the probability space.

2.4.2 Functional

What about dropping random variables and relying merely
on distribution functions? Associate a distribution function
F with a “distribution” XF. Let functions operate on these
distributions. Whether distributions represent independent
random variables depends on the probability operation.

E(X ·Y) = EX ·EY
XF +XG = X(F∗G)′

2.5 IS TRADITIONAL EASIER?

Is traditional notation more concise than functional one?

variable oriented functional
f (·) f

f : (x,y) 7→ f (x,y) f
x[k]∗y[k] x∗y

lim
n→∞

an lim a

d f (x)
dx

f ′(x)

f (·+k) f ← k
O

(
n2

)
O

(
id2

)
x2 . x3 id2 . id3

g(z2) =
1
2
· (h(z)+h(−z)) g = h ↓ 2 [6]

f (x) ∈L (R) f ∈L (R)

Is traditional notation more intuitive than functional one?

variable oriented functional
ϕ(2·−k) ϕ → k ↓ 2

Is traditional notation more precise than functional one?

variable oriented functional
f ′(g(x)) ( f ′ ◦g) x

( f ◦g)′ x
fx(x,x+y) (ξ 7→ f (ξ ,x+y))′ x

(ξ 7→ f (ξ ,ξ +y))′ x
f (g(·)) x 7→ f (g(x))

f (x 7→ g(x))
f (g(x 7→ x))

3 CONCLUSIONS

Several traditional notations complicate formal manipula-
tions. Notations based on functions are often less ambigu-
ous and safer for manipulation.
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